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Abstract 

 
Defective, or “bug-riddled,” software is a serious problem in the software industry, costing U.S. companies as 

much as $100 billion last year.  Software testing is a critical tool for addressing this issue, but unfortunately, it is 
viewed as boring and uncreative by practitioners and receives little formal treatment in undergraduate programs.  
The objective of this project is to develop a prototype web-based “automated software testing center” where students 
can submit their own code for testing services and feedback.  This center will answer a wide spectrum of student 
testing needs by providing a “sliding scale” interface, presenting an appropriate set of services based on a given stu-
dent’s situation, their current assignment, and the instructor’s goals.  The result will be an array of services with an 
easy-to-use web interface, allowing students to use the tool in many different classes, allowing instructors to incor-
porate tool-based testing in their own assignments, and supporting use by students and educators at multiple institu-
tions.  Such a tool will serve as an interactive learning environment where students can explore and learn about test-
ing techniques while working on assignments for computer science classes.  This environment will have a signifi-
cant impact on future endeavors to integrate software testing education across the computer science curriculum.  It 
will also provide a direct vehicle for incorporating current research on automated testing as well as practical testing 
techniques into classroom use. 

The prototype web-based testing center will provide four principal services: test driver generation, test data 
generation, “built-in test” component wrapper generation, and test execution.  In addition, the prototype will provide 
a natural platform for other automated testing services resulting from the principal investigator’s research activities.  
The prototype will focus on testing C++ and Java classes, and will demonstrate the feasibility of providing similar 
services for other programming languages.  To the extent possible, behavioral specifications written in the Java 
Modeling Language (JML) or in the Abstract State Machine Language (AsmL) will also be supported.  This work 
will build on the success of past work with the Curator, the web-based automated program grading service previ-
ously developed with support from Microsoft Research. 



Web-CAT: An Interactive Environment for Learning Software Testing Skills 

 1 

1 Introduction 

While software companies attempt to increase quality while reducing development time, the problem of soft-
ware defects, or “bugs,” continues to grow.  According to a recent article, “defective code remains the hobgoblin of 
the software industry, accounting for as much as 45% of computer-system downtime and costing U.S. companies 
about $100 billion last year in lost productivity and repairs” [29].  Software testing is an indispensable tool in mov-
ing toward the goal of greater software quality, and often consumes a great deal of development resources in prac-
tice [16, 4, 2]. 

Unfortunately, testing is perceived as tedious, uncreative, boring work by practitioners, less than 15% of whom 
ever receive any formal training in the subject [35].  Despite the importance of software testing, testing skills are 
often elusive in undergraduate curricula [35, 3, 30, 33, 5].  A recent article in Communications of the ACM exhorts 
faculty to teach more software testing; “Students today are not well equipped to apply widely practiced techniques 
… They are graduating with a serious gap in the knowledge they need to be effective software developers” [30].  
Because testing pervades all aspects of software development, however, there does not appear to be one “right” 
place in the undergraduate experience to place this kind of learning.  Instead, software testing is a crosscutting or 
recurring area that must be visited multiple times with increasing levels of depth and maturity throughout the cur-
riculum [3]. 

Virginia Tech’s long-term plan for addressing this issue is to develop a series of on-line education modules 
covering the domain of software testing that will be integrated at separate levels across the undergraduate computer 
science curriculum.  Web-CAT: the Web-based Center for Automated Testing is a critical tool in this plan.  
Web-CAT is an interactive environment for learning about and carrying out software testing tasks.  Web-CAT will 
provide a unique active-learning experience for a wide spectrum of students by providing a “sliding scale” interface, 
presenting an appropriate set of services based on a given student’s situation, their current assignment, and their 
instructor’s learning goals.  This project encompasses the development of a Web-CAT prototype that provides four 
principal services: test driver generation, test data generation, “built-in test” wrapper generation, and test execution.  
Web-CAT will have a powerful impact on Virginia Tech’s ability to develop effective on-line testing materials that 
students can pursue at their own pace. 

2 Goals and Objectives 

The proposed work is based on three goals: 

1. Develop a web-based “automated software testing center” where students can submit their own code for 
testing services and feedback. 

2. Evaluate the classroom use of the testing center, using student grades, surveys of students and instructors, 
and by direct measurement of performance on authentic testing tasks through tracking defect rates (number 
of bugs introduced) in student program assignments. 

3. Disseminate results by making Web-CAT available on the Internet, submitting to peer-reviewed educa-
tional resource repositories and journals, and presenting at conferences. 

By integrating testing across the curriculum and providing student-level tools that make the necessary tech-
niques more accessible while relieving some of the tedium, it will be possible to transform the expectations placed 
on student assignments.  Eventually, testing will become “second nature,” a social responsibility that students carry 
out from habit.  At the same time, Web-CAT is a natural venue for integrating the investigator’s research in auto-
mated testing technology into practical educational use [11, 10]. 

The remainder of this proposal discusses how the project goals will be achieved.  Section 3 describes the on-line 
testing center.  Section 4 presents the evaluation plan.  Section 5 outlines the timeline and milestones, while Section 
6 discusses the plan for dissemination of project results.  Finally, Section 7 presents the budget justification (with 
full details in Appendix A) and Section 8 describes the qualifications of the principal investigators for pursuing the 
proposed activities. 

3 Project Plan 

For educating students, repeated (and successful) experiences testing real (student-level) software are more im-
portant than simply presenting testing concepts.  Unfortunately, as students start out, they are neither prepared for 
nor capable of doing a comprehensive job of testing their own assignments.  They cannot exhibit proficiency until 
they have developed more programming maturity and have had more training in testing.  Tool support is one way to 
overcome this initial barrier. 
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3.1 An Automatic Software Testing Web Service for Students 
To provide practical tool support for students who are learning how to test, a prototype web-based, student-

oriented, automated software testing center will be developed.  Ideally, one would like to package up the tools and 
methods resulting from current research into automated testing [10, 11, 7, 13, 15, 17, 22, 24, 25, 26, 27, 32, 34] and 
make them available as services for undergraduate students to use on basic program parts they have developed 
themselves. 

Because “push button” testing is still in the realm of research, however, a practical testing facility must provide 
a range of services that vary in degree of automation and in “quality” of testing performed.  If a student’s component 
is written to meet a pre-existing behavioral specification, more automation is possible with more effective results.  
For other components, the student will have to make a choice between providing more information by hand or 
through a wizard-based interface and accepting less effective results (longer test suites with more invalid test cases, 
for example).  The aim is to address this spectrum of needs using a “sliding scale” interface that will present an ap-
propriate set of services based on the testing situation presented by the student.  The result will be an array of ser-
vices with an easy-to-use web interface so that students can use this tool from many different classes, so that instruc-
tors can choose to incorporate tool-based testing into their own assignments, and so that students and educators at 
multiple institutions can make use of the services provided.  The Web-CAT prototype will provide four principal 
services: test driver generation, test data generation, “built-in test” (BIT) wrapper generation, and test execution.  
The prototype will focus on testing Java and C++ classes, and will demonstrate the feasibility of providing similar 
services for other programming languages. 

3.1.1 Test Driver Generation 
A test driver, or test harness, is a piece of code created solely for the purpose of testing a software part in isola-

tion, and is typically needed during unit testing, often the most cheapest place to find bugs via testing.  While test 
drivers are relatively simple in comparison to the entire application being developed, this “simplicity” has led to 
significant costs [35].  Because unit and subsystem test drivers are not intended to be included in the final product, 
they are often one-off programs produced in-house, are of relatively poor quality, provide little debugging support, 
and end up being thrown away after use.  These facts led Rodney Wilson to observe: “Probably one of the biggest 
problems associated with modern-day software development environments is the major shortfall of available test 
harness technology” [35]. 

Web-CAT will provide an array of test driver generation services: 

1. Test drivers containing hard-coded test cases: 
• Generation of a generic test driver skeleton for the user to download and customize. 
• Generation of a test driver skeleton for a user-defined class. 

2. Test drivers that read and interpret test cases stored externally: 
• Generation of a interpreter-based test driver skeleton for the user to download and customize. 
• Fully automated generation of a test driver for a user-defined class. 
• Fully automated generation of a test driver for a collection of user-defined classes. 

3.1.2 Test Data Generation 
In addition to creating the scaffolding necessary to test individual software parts, one must also come up with 

good test cases that exercise the software in a way that is likely to find any defects.  There are a number of strategies 
for generating black-box test data from a software component’s behavioral description [2].  The generation approach 
chosen here is taken is adapted from black-box test adequacy criteria described by Zweben et al. [36].  This black 
box test adequacy work describes how one can construct a flowgraph from a class interface or behavioral specifica-
tion.  The principal investigator has researched automation strategies based on this approach [10].  This strategy is 
ideal for use in such an educational setting because it is easy to carry out by hand, is easy to automate, can be used 
with a minimal amount of information about the code being tested, and finds many bugs. 

Web-CAT will provide the following test data generation services: 

1. Generation of a simple test condition matrix for a user-defined class.  A student can then come up with his 
or her own test case for each slot in the matrix. 

2. Automatic generation of random data values for use in test cases. 
3. Automatic generation of a set of test cases for a user-defined class, in a format suitable for reading by a 

testing center-produced test driver. 
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4. Automatic generation of a set of test cases for a user-defined class, including user-specified constraints on 
operation sequences and inter-operation dependencies. 

3.1.3 BIT Wrapper Generation 
The ability to perform testing against a user-provided or automatically generated test oracle (another piece of 

software that can judge the correctness of the behavior of the unit under test) may allow for automatic analysis and 
reporting of defect information, instead of simply returning the output to the student for a decision.  To the extent 
possible, Web-CAT will provide support for oracles packaged as class wrappers that automatically detect behavioral 
errors [8, 11, 10].  Such a wrapper can provide many “built-in test” (BIT) capabilities for the component it wraps. 

Automatic generation of  BIT wrappers requires a rigorous description of the behavior expected from a compo-
nent.  Web-CAT will support behavioral descriptions written in JML [18]; NSF is currently supporting research on 
automatically detecting behavioral contract violations (NSF grant CCR-0113181), and this choice will allow Web-
CAT to leverage that research rather than duplicate it.  In addition, we will also explore supporting behavioral de-
scriptions written using Microsoft’s AsmL [1], which naturally supports executable specifications and run-time 
checking of conformance.  We will explore supporting the following features within Web-CAT: 

1. Generation of BIT wrapper skeletons, where students add their own code to check preconditions, postcon-
ditions, and invariants. 

2. Fully automatic generation of BIT wrappers from JML behavioral descriptions. 
3. Fully automatic generation of BIT wrappers from AsmL descriptions, where an AsmL-based reference im-

plementation runs along side the component under test to spot faults. 

3.1.4 Test Execution 
Finally, Web-CAT will also provide the capability of automatically executing tests on a user-provided software 

component through the following services: 

1. Automatic execution of user-provided test data on a user-provided class, with output returned to the student 
for inspection. 

2. Automatic execution of automatically generated test data on a user-provided class, with output returned to 
the student for inspection. 

3. Automatic testing of components with BIT wrappers, including a report of detected defects. 

3.2 Leveraging Existing Work 
Developing the on-line automated software testing center is a major undertaking.  To achieve this goal within 

the limited resources of the project, significant reuse and retargeting of previous work will be required.  Virginia 
Tech already has a history in web-based, automated systems for collecting, compiling, and executing student-written 
software in the Curator System [http://ei.cs.vt.edu/~eags/Curator.html, 23].  The Curator has evolved from 30 
years of experience with automated program grading systems, and allows a course instructor to: 

• Collect assignments (of any type, including programming assignments) over the Internet, and archive those 
assignments for later grading. 

• Automatically grade collected programming assignments against an instructor-provided solution (typically 
using custom-generated input created fresh for each submission). 

The Curator, which is available to other universities, is used in a number of lower-division courses at Virginia 
Tech, processing thousands of student submissions each year.  The benefits gained from building on existing re-
sources are critical to successful completion of this project.  By basing the testing center prototype on the Curator’s 
infrastructure, the project will be able to reuse a proven solution to a host of technical issues, including: 

• Student authentication. 
• Secure uploading, archiving, and tracking of student-submitted work. 
• Protected compilation and execution of student-provided (and bug-filled) code. 
• Detecting and reporting syntax as well as run-time errors in student code. 
• Detecting and correcting student program crashes and infinite loops. 
• Preventing misbehaving programs from damaging the server or other submissions. 
• Automatic testing of programs against instructor-provided solutions. 
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4 Evaluation Plan 

Web-CAT will be evaluated to assess its effectiveness.  The plan for evaluation encompasses traditional tech-
niques, such as feedback surveys, as well as a novel approach to measuring task-based performance on student-level 
software testing tasks.  The evaluation plan has five parts: 

1. Student feedback opportunities: Web-CAT pages will provide an on-line student feedback mechanism 
for students to comment on the various features of the prototype.  This is an important part of the formative 
evaluation, particularly during initial use in courses.  Providing a visible mechanism for student feedback 
empowers students to express their opinions, provides them with a better sense of control over the experi-
ence, and provides an immediate way for them to take action to address problems they uncover. 

2. Student surveys: At the end of each course where Web-CAT is used, students will be given an on-line 
opinion survey eliciting their overall experience with the prototype, views on its effectiveness, and sugges-
tions for improvement. 

3. Instructor surveys: At the end of each course, the instructor(s) involved will also be given an on-line opin-
ion survey to assess their overall experiences with using Web-CAT in class, views on its effectiveness, and 
suggestions for improvement. 

4. Student grades: At the end of each course where the prototype is used, student grades on programming as-
signments throughout the semester will be analyzed relative to historical data for prior offerings of the 
course to look for any statistically significant difference in overall programming performance. 

5. Measurement and tracking of defect rates: Courses using Web-CAT will also use the Curator to collect 
programming assignments, allowing the instructor to archive student programs for later analysis.  Further, 
past use of the Curator at Virginia Tech has provided an excellent historical body of student programs (with 
student identification removed for anonymity) for the targeted courses, providing a unique basis for com-
parison.  By developing comprehensive test suites and oracles for a representative group of class assign-
ments, then running all student submissions against the corresponding test suite, it is possible to measure 
the number of program defects in each.  By tracking and comparing defect rates, student performance on an 
authentic testing task—testing their own programs before submitting them for a grade—can be measured. 
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